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States, health plans, and health care providers increasingly are using algorithms and devices driven by artificial intelligence (AI) to support clinical decision making and establish clinical care standards. These tools are also widely used to support and inform population health management. Even as this evolving technology holds great promise for improving health care and health outcomes, it also can contribute to discrimination and amplify certain structural barriers and inequities that affect marginalized groups, including people with disabilities. Important work has been done that identifies how disability bias in algorithms negatively affects, for instance, employment decisions, determination of the need for Medicaid personal care services in the home, and the ability of autonomous vehicles to recognize pedestrian wheelchair users. Race and ethnicity bias in certain algorithmic tools and AI also has been well documented. Yet, very little work has been done to understand how bias in algorithms and AI affects people with disability in health care even as it has the potential to profoundly affect health care decisions, services, and outcomes for this large population. Moreover, when disability intersects with other marginalized identities, algorithmic and AI bias can further stigmatize patients, misdirect resources, and reinforce or ignore barriers to care rather than serving as a pathway to improving treatment and health outcomes.


Most advocacy organizations, such as DREDF, lack the technical capacity to discern when a covered entity is using AI or recognize the presence of algorithmic bias in healthcare decision-making. Covered entities must be required to disclose their use of algorithms and they must do so before they are placed into operation. This is especially true when the application of predictive data is literally a life and death matter, as in the case of Crisis Standards of Care, which only rose to public attention and discussion during the COVID-19 pandemic as surge conditions in healthcare utilization prompted hospitals and health systems to review and prepare such standards for use. People with disabilities and their families were caught with no opportunity for input and little recourse as states adopted standards for COVID-19 hospital care that explicitly and implicitly devalued the lives of people with disabilities, chronic conditions, and specific health conditions, and called for deprioritizing people with disabilities for life-saving care, ventilator use, and even a bed in the hospital. Older persons were similarly devalued, as were people of color given higher incidences of chronic health conditions among Black persons, Hispanic persons, and American Indian/Alaskan Native populations who have long endured barriers to equal healthcare and social drivers of health. Many crisis standards of care relied substantially on both stereotyped assumptions about the value of people with significant disabilities and medical algorithms for estimating a patient’s survivability. These algorithms assessed an individual’s potential response to life saving care without making an individualized assessment of the patient’s health and without accounting for how an individual’s disability could affect the assessment factors the algorithm used or the time needed for the individual to respond to treatment. In short, many crisis standards of care were discriminatory, and many may continue to be so, given that they are once again out of the public eye.

Disability discrimination that was commonly present in Crisis Standards of Care used during the pandemic show how ableism is accepted and omnipresent in healthcare decision-making. Therefore, DREDF proposes using a short working definition of algorithms for discussion purposes. Algorithms used for decision-making in the healthcare context can be distinguished from other tools that may employ some element of artificial intelligence as a way of sorting and evaluating large amounts of potentially predictive data, for example, to create scoring guidelines. DREDF considers algorithms to be “those sets of instructions fed to a computer to


solve particular problems." Algorithmic bias can be defined as “…the application of an algorithm that compounds existing inequities in socioeconomic status, race, ethnic background, religion, gender, disability, or sexual orientation and amplifies inequities in health systems.”

While DREDF is concerned with how algorithms are created and how developers evaluate the fairness of the formula and data inputs used, the crux of our concern with computer-mediated tools is that the human decision-makers who bear ethical and professional obligations as healthcare providers and entities have changed their decision-making process. Furthermore, they may choose to do so without any notice of the change. In essence, they may believe they have fully delegated their decision-making authority and should no longer be held accountable for the discriminatory outcomes because computers cannot “intend” discrimination. Once algorithms are involved and assigned a role within decision-making, there is a human tendency to give primary weight to the algorithmic output, decision, or recommendation, even in the face of conflict with human expertise, knowledge, and judgement. Examples of this deference to algorithms can be found in decisions made by pilots who defer to automatic flight control systems, as well as by physicians making treatment decisions in critical care units; the higher the stakes and, some might say, the greater the need for a human grappling with ethics, life values, and implicit bias, the greater the pressure to abdicate responsibility to an “objective” algorithm.

Healthcare organizations are driving market demand for the use of algorithms and AI. They are paying for the development of tools and have resources to check for bias. We recommend that healthcare entities adopt the following principles to ensure they understand their responsibility for interrogating the algorithmic and AI tools they choose to use. The goal is to increase equity and fairness and avoid discrimination and inappropriate care decisions for people with disabilities, including those of all races and ethnicities, all ages, and those who have diverse sexual orientations, gender identities or gender expressions.

- Covered entities must be transparent about the areas in which they adopt algorithmic and AI use, the populations they are used with, what the tools determine, when the tools are used, and any instances in which the tools outcomes are mitigated or altered through human intervention.

---


• Covered entities that choose to use algorithmic and AI tools must bear a proactive burden to document the steps they took to choose unbiased and open source algorithmic or AI tools and establish how the algorithmic/AI tools they use are free of bias toward any protected ground, the algorithm’s impact on clinical decision-making, and the steps undertaken to avoid bias and unfair outcomes to consumers on protected bases.

• Adoption of algorithmic and AI tools must go hand in hand with a healthcare organization’s ongoing commitment to improving its databases and collecting granular disability demographic information from members/beneficiaries who voluntarily provide the information; without improved disability data it will be impossible to identify if and how the use of algorithmic and AI tools is driving the health care inequalities experienced by people/members with disabilities.

• The healthcare organization must establish standards for ongoing external oversight and evaluation of AI use as long as algorithmic and AI tools are used.

• Healthcare organizations must develop disability-inclusive ethics and an ethics review process that recognizes the equal worth of people with disabilities and their right to treatment without bias, the full benefits of their health insurance coverage, nondiscrimination, and effective communication and policy modifications of people with disabilities, including when clinical algorithms like the Sequential Organ Failure Assessment (SOFA) is used. People with disabilities must be equal stakeholders in the ethics process.

• All patients and members of healthcare organizations must include clear notice in any benefits denial notice of the fact that algorithms or AI was involved, and they must have access to an accessible, readily available appeal process that will include review of the use of the algorithmic or AI tool involved.