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Executive Summary 
 
Autonomous vehicles (AVs) have the potential to transform access to transportation and related 
infrastructure for people with disabilities. AVs and new technologies also come with significant 
risks of embedding and perpetuating bias and discrimination that permeate society. This brief 
considers bias within pedestrian detection and collision behavior algorithms, lack of disability 
representation in the datasets used to train and test AVs, and the need for ethics frameworks 
that give full recognition to disabled people’s humanity and fundamental rights. Policy measures 
to mitigate the identified risks are proposed. 
 
Previous Work on AVs and Disability 
 
AVs have been a point of interest within both academic and industry research for well over a 
decade. Several studies have explored the attitudes of people with disabilities towards AVs or 
accessible vehicle design or standards, others have looked at legal and policy implications of 
AV adoption related to disability protections and services. A small number of recent works, 
while not specifically focused on AVs, consider the implications of algorithms and artificial 
intelligence for disabled people. Few papers that consider the broader ethical frameworks of 
AVs consider the needs of disabled people or the influence ableism has had on many ethical 
standards.  
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Algorithmic Bias 
 
Algorithmic bias can be understood as decision-making by an algorithmic tool or system that is 
prejudicial towards a particular person or group, especially in ways considered unfair. In 
defining what constitutes “normal” human appearance and movement for the purposes of 
identification by an AV’s algorithms, the designers, computer programmers, and engineers 
responsible for developing AVs may translate society’s ableist biases into software. The 
decision to treat disabled people as “edge cases,” which do not merit equal consideration 
during the design and development of algorithms, all but guarantees unequal treatment when 
these systems are implemented, and encodes an existing social reality where disabled people 
are seen as less fundamentally human and less representative of the range of human 
experiences. 

 
Bias in Pedestrian Detection Algorithms 
 
AVs rely on a number of different types of sensors in order to navigate their environment and 
perceive obstacles within it. These sensors incorporate a range of technologies, such as 
LiDAR, RADAR, and cameras, and may or may not incorporate algorithms as part of their 
operation. While it is important that all sensors used by AVs are properly calibrated to detect 
disabled people in the vehicle’s environment, the aspects of sensor technology that integrate 
algorithms are of particular concern in developing AVs that are safe and equitable for people 
with disabilities.  

Recent research has identified potential issues of bias within both machine vision in 
general and the specific pedestrian detection algorithms used by AVs. Facial recognition 
technology’s accuracy is decreased when used to detect darker-skinned subjects, and there are 
concerns about the accuracy and ethics of automatic gender recognition algorithms, particularly 
for transgender and gender-nonconforming individuals.  

Anecdotal evidence suggests similar issues with such algorithm’s ability to detect 
disabled people in or around roadways, particularly if those individuals do not present or move 
as the algorithm has been trained to expect them to. For example, when a researcher tested a 
model with visual captures of a friend who propels herself backward in her wheelchair using her 
feet and legs, the system not only failed to recognize her as a person, but indicated that the 
vehicle should proceed through the intersection, colliding with her. 

 
Bias in Collision Behavior Algorithms 
 
Standards for AV behavior when faced with an unavoidable collision may base 
recommendations off of public perceptions of the “best” choice in a hypothetical crash scenario. 
When the expectation is that the majority opinion determines fair conduct, particular care needs 
to be taken to ensure that the needs and preferences of minority groups, and in particular, of 
multiply marginalized people are adequately considered and that their rights are fully protected. 
 Discussion of algorithms that might deprioritize the safety and well-being of people with 
disabilities needs to be balanced with consideration of current safety issues, such as the need 
for collision testing with crash dummies that accurately represent people with disabilities, and 
AV design and safety testing that explicitly considers scenarios which disproportionately 
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present risk to disabled people, both due to the nature of vehicles and as a result of their 
interaction with an often inaccessible built environment. 
 
Bias in Data Collection for Algorithms 
 
It is critical that both developers and policymakers recognize that these data sets and 
algorithms frequently contain the same biases and prejudices that permeate society. Collision 
prediction algorithms that consider individual health information or estimate an individual’s 
likelihood of survival may disproportionately harm people with disabilities if taking in to account 
characteristics of occupants and non-occupants. 

A lack of disability representation within datasets creates significant risk for disabled 
people as AVs become a reality. While there is a general lack of representation of disabled 
people in datasets used to train and test algorithms, disabled people who have additional 
marginalized identities, such as disabled women and non-binary people, or disabled people of 
color, are particularly underrepresented. A lack of disability data is not unique to AVs, or even to 
algorithms more broadly. Disability is often treated as an afterthought or an exception, when it is 
considered at all.  
 
Proposed Policy Measures 
 
Recommendations for improving AV safety for disabled people include: improving datasets, 
preventing and remediating algorithmic bias, establishing standards for external oversight and 
regulation ensuring the burden of proof does not fall on those most impacted, and developing 
disability inclusive ethics. 
 
Measures to Improve Datasets 
 
In order to identify disability-related discrepancies in algorithmic performance, disabled people 
need to be accurately identified within datasets. This means that examples of disabled people 
must demonstrate a variety of disability types, and must include people of color and from a 
diverse array of ethnic backgrounds, people with a variety of gender identities and 
presentations, and people of a wide range of ages. Part of the work of increasing and improving 
disability data may well be creating more inclusive processes for the determination of outlying 
data. 

Increasing representation of disabled people within datasets must come with 
acknowledgment of recent critiques of the reliance on “more data” as the solution to algorithmic 
bias. Disabled people are already subject to excess surveillance. Disability is frequently 
stigmatized, and gathering greater data about disabled people in general, and about the nature 
and characteristics of their disabilities in particular, can make people vulnerable to 
discrimination. Standards and procedures should be established to ensure that synthetic data 
are not used as a substitute for increasing the quality and inclusion of disability data, that data 
are appropriately protected and governed, and that integration with existing datasets is done 
responsibly so as to avoid exposing people with disabilities to unnecessary risks. Protecting 
people’s right to know what information about them may be considered in an algorithm’s 
predictions or classifications should be prioritized. Protections must also be developed to 
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ensure those choosing to share less of their data are not harmed or at fault for any algorithmic 
recommendations.  

Disability data must also encompass non-individual information about accessibility 
features within the places where AVs operate, such as the location of curb-cuts. Consideration 
should be given not just to data quantity and quality, but also to identifying specific kinds of data 
which can help to ensure that AVs adequately meet the needs of disabled occupants. 
 
Measures to Prevent and Remediate Algorithmic Bias 
 
Addressing conscious and unconscious biases among developers is a critical part of preventing 
algorithmic bias. AV developers should take care to include not just disabled researchers, 
industry experts, and policymakers, but also disabled people who do not have these kinds of 
credentials or qualifications. AV developers should also ensure that they are seeking 
collaboration with people and organizations who represent a variety of disabilities, and that their 
collaborators include disabled people of color, disabled women and non-binary individuals, and 
others who can speak to the variety of disability experiences and perspectives and the impact 
of intersecting identities. 
 
Measures to Establish Standards for External Oversight and Regulation 
 
Like datasets, algorithms themselves should be subject to outside oversight and auditing. 
Ideally, audits should be conducted both by external experts, who were not involved in 
development of the algorithms under review, as well as disabled people. Involving the disability 
community in audits is important both because of the direct impact of AVs on people with 
disabilities and because of the relatively small number of disabled people who are involved in 
designing and developing AVs.  

Beyond specific external review, standards should be developed regarding the kinds of 
algorithms that are used in AVs. When possible, the algorithms in AVs should be transparent 
and interpretable, and algorithms themselves should be publicly accessible.  

The nature of AVs also means that some proposed forms of auditing and oversight that 
have been developed in the context of other kinds of algorithmic tools cannot be relied on as a 
means of regulating AVs. Preventing algorithmic bias and other safety risks associated with 
AVs should be prioritized over attempting to rectify them after they occur.  
 
Measures to Develop Disability Inclusive Ethics 
 
If ethical standards are to be based on what “society” believes, then researchers, policymakers, 
and industry experts need to be explicit about who is fully included in society and whose opinion 
is elevated and enshrined into ethical codes. Rectifying this situation, both with regard to AVs 
and more broadly, means questioning assumptions about who is valuable to society, and in 
what ways. AV developers would do well to draw on work that has emerged from the disability 
rights movement and critical disability studies, which could inform a more inclusive ethical vision 
for AV design, development, and implementation. 
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Introduction 
 
Autonomous vehicles (AVs) have the potential to transform transportation and related 
infrastructure, and recent scholarship has frequently proposed their adoption as part of 
improving roadway safety and public transit feasibility.1 The design, development, adoption, and 
regulation of AVs is of particular concern to people with disabilities, both in terms of greater 
autonomy and access to transit and public spaces, and in terms of potential safety risks.2  

While a number of recent resources and reports have considered AV design 
accessibility,3 there has been little research that focuses on issues related to ethics, data 
collection and use, or algorithmic bias in the context of AVs from a disability perspective. This 
report seeks to rectify some of these omissions by exploring the implications of AVs on people 
with disabilities, specifically focusing on bias within pedestrian detection and collision behavior 
algorithms, lack of disability representation in the datasets used to train and test AVs, and the 
need for ethics frameworks that give full recognition to disabled people’s humanity and 
fundamental rights. Policy measures are proposed to mitigate the identified risks. 
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I. Previous Work on AVs and Disability 
 
AVs have been a point of interest within both academic and industry research for well over a 
decade. However, scholarly works in particular have tended to focus on only a small number of 
issues at a time, failing to adequately address the ways in which the impacts of AVs are 
frequently interrelated.4 The design, development, and implementation of AVs is a 
fundamentally interdisciplinary area.5 An understanding of AVs necessitates engagement on 
not just automotive regulation or machine vision techniques, but also broader participation in 
conversations about topics such as data, privacy, and algorithmic bias. 
 In addition, related research and policy work must include specific considerations of 
disability and disabled people. Though technology is often touted as a solution to providing 
disabled people greater freedom and integration, it also comes with significant risks of 
embedding and perpetuating the bias and discrimination that permeate society.6  
 Of the existing scholarly articles on AVs that center disability, most are limited in scope 
or focus. Several studies have explored the attitudes of people with disabilities towards AVs.7 
Others have looked at legal and policy implications of AV adoption related to disability 
protections and services.8 A small number of recent works, while not specifically focused on 
AVs, consider the implications of algorithms and artificial intelligence for disabled people.9 
However, there has been little work considering the algorithms specific to AVs, such as those 
used for pedestrian detection and collision behavior, and how they may impact people with 
disabilities. Similarly, few papers that consider the broader ethical frameworks through which 
AVs are considered include consideration of the needs of disabled people or the influence 
ableism has had on many ethical standards.  
 
II. Algorithmic Bias 
 
At the most basic level, an algorithm is a set of instructions which can be followed step by step 
to arrive at a particular outcome or decision; in the context of AVs, as with other emerging 
digital technology, these instructions are fed into a computer or computational system, for 
arrival at a particular outcome which may or may not be mediated by human oversight.10 
Though algorithms are often presented as a way to quantify fairness there are numerous ways 
in which to define “fairness” for the purpose of an algorithm, and many of these definitions are 
incompatible with one another or involve significant tradeoffs.11 Adding to the complexity, 
fairness definitions are both subjective and contextually bound.12 
 As algorithmic tools become more widespread, there is increasing awareness of and 
concern about algorithmic bias arising from these technologies. Algorithmic bias can be 
understood as decision-making by an algorithmic tool or system that is prejudicial towards a 
particular person or group, especially in ways considered unfair.13 Consequently, algorithmic 
bias is closely linked to the concepts of fairness and equity. Fairness is not only a subjective 
concept; it is also frequently linked to the distribution of power within society, and to which 
particular members have the ability to regulate outcomes.14 There is increasing recognition of 
the need to re-center an understanding of algorithms within algorithmic fairness.15 
 Concerns about algorithmic bias in AVs primarily relate to programmed responses to 
unavoidable collisions, and the machine vision algorithms that allow an AV to detect people and 
other obstacles in its environment.  
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Bias in Pedestrian Detection Algorithms 
 
AVs rely on different sensors in order to navigate their environment and perceive obstacles 
within it. These sensors incorporate a range of technologies, such as LiDAR, RADAR, and 
cameras, and may or may not incorporate algorithms as part of their operation.16 While it is 
important that all AV sensors are properly calibrated to detect disabled people in the vehicle’s 
environment, the aspects of sensor technology that integrate algorithms are of particular 
concern. Research has identified potential bias within both machine vision in general and the 
specific pedestrian detection algorithms used by AVs. For example, facial recognition 
technology’s accuracy is decreased when used to detect darker-skinned subjects, and on 
subjects who are both darker-skinned and female.17 Scholars have also highlighted concerns 
regarding automatic gender recognition algorithms, particularly for transgender and gender-
nonconforming individuals.18 Analyses of pedestrian detection algorithms have raised similar 
concerns, finding that standard models are more precise for pedestrians with lighter skin tone 
than those with darker skin tone, even in situations that do not present particular challenges to 
detection based on occlusion or time of day.19 Anecdotal evidence suggests similar issues with 
such algorithms’ ability to detect disabled people in or around roadways, particularly if those 
individuals do not present or move as the algorithm has been trained to expect them to. For 
example, when a researcher tested a model with visual captures of a friend who propels herself 
backward in her wheelchair using her feet and legs, the system not only failed to recognize her 
as a person, but indicated that the vehicle should proceed through the intersection, colliding 
with her.20 
 In each of the cases, the failure of algorithms to accurately recognize or classify a 
particular individual is not the result of certain people being more difficult to identify or 
categorize. Instead, these failures are the product of specific decisions made during the design 
and development of the algorithms themselves. Like any algorithm, pedestrian detection 
systems are designed to accomplish specific goals, assessed by particular metrics reflecting 
human choices and prioritizations.21 Not only that, but they represent the judgments and 
choices of a particular group of people, who have the expertise and corresponding power to set 
standards for technical systems.22 In defining what constitutes “normal” human appearance and 
movement for the purposes of identification by an AV’s algorithms, the designers, computer 
programmers, and engineers responsible for developing AVs may translate society’s ableist 
biases into software. The decision to treat disabled people as “edge cases,” which do not merit 
equal consideration during the design and development of algorithms, all but guarantees 
unequal treatment when these systems are implemented, and encodes an existing social reality 
where disabled people are seen as less fundamentally human and less representative of the 
range of human experiences.23 
 It is important to emphasize that the process through which such biases are incorporated 
into algorithmic systems is not necessarily intentional. Algorithmic bias can, and often does, 
arise from issues related to training data. Additionally, elements of the architecture of certain 
kinds of algorithms, including those commonly used for machine vision, make them susceptible 
to replicating societal disparities and biases as represented in datasets, often without the 
awareness of designers and developers. For example, machine learning algorithms, commonly 
used for functions including pedestrian detection, include supervised, semi-supervised, and 
unsupervised models, each of which comes with specific advantages and challenges in terms 
of preventing bias. In a supervised model, the training data include expected results, and 
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performance is assessed in part by comparing the model’s output – its predictions or 
classifications – with what developers expect, and then generalizing that performance to work 
with novel data and real-world situations.24 While the use of labeled training data as a 
comparison may help developers ensure fairness this is predicated on inclusion of adequate 
examples. Consequently, an algorithm that performs well on training data may or may not 
perform well when actually implemented.25 In contrast to supervised models, unsupervised 
machine learning relies on novel input data alone, and identifies patterns and groups together 
repeated or similar elements of these data without a reference or training dataset for 
comparison. Semi-supervised machine learning relies on a limited amount of labeled data to 
support categorization of a much larger unlabeled dataset.26 While unsupervised and semi-
supervised machine learning most obviously run the risk of arriving at biased groupings or 
finding patterns that operate in ways unintended by their developers, even supervised machine 
learning runs the risk of behaving unpredictably when they encounter a situation outside those 
represented in training data.27 
 
Lack of Transparency in Pedestrian Detection Algorithms 
 
Adding to the challenge is the fundamental opacity of the algorithms used for machine vision, 
and by extension, for pedestrian detection in AVs. There has been a push for greater use of 
transparent, interpretable algorithms rather than those that are “opaque,” particularly in high-
stakes situations, such as those where human lives are potentially at risk.28 Algorithms may be 
“opaque” for several different reasons; for example, some algorithms are proprietary. Although 
their architecture is comprehensible and interpretable, intellectual property protections render 
them uninterpretable to anyone outside the company or individuals who own the rights to 
them.29 Other algorithms are fundamentally opaque by nature of their construction, even to the 
people who construct them. This is particularly true for deep convolutional neural networks 
(CNNs), a machine learning technique that involves passing an input, such as an image, 
through multiple layers of an interconnected network, and which rely on hidden, and often non-
intuitive, correlations to create output.30 The inscrutability of CNNs results from a fundamental 
misalignment between the way these algorithms operate and the capacity of human beings to 
understand their behavior.31 Consequently, there is an architectural component to bias in 
pedestrian detection systems. While such algorithms are commonly referred to as machine 
vision, it is a misnomer to assume that AVs are really seeing anything in the way humans 
ordinarily understand the word. Though CNNs can identify specific features based on their 
training and exposure to previous data, they lack representational capacity; they detect and 
categorize parts of images, but they do not imbue any human meaning into those images, and 
the information within an image that a CNN identifies as salient contains no meaningful 
information for a human who views it.32 Attempts to address bias in such systems must be 
accompanied by an awareness that achieving AV performance that mimics that of a human 
driver does not mean that an AV’s underlying algorithms are in any way actually behaving like a 
human driver. 
 
Bias in Collision Behavior Algorithms 
 
There is additional potential for bias in how AVs behave in the event of an unavoidable collision. 
The algorithms used to dictate collision behavior are typically rule-based, explicitly instructing 
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AVs in what to do in the event of a crash. Scholarly literature on collision algorithms frequently 
contextualizes them in terms of societal acceptance of AVs.33 Consequently, much of the 
research that seeks to establish standards for AV behavior when faced with an unavoidable 
collision bases recommendations off of public perceptions of the “best” choice in a hypothetical 
crash scenario. 
 Perhaps the best-known example of these collision scenarios is the Trolley Problem. The 
Trolley Problem is a popular thought experiment in moral philosophy that describes a situation 
in which the operator of a trolley car must decide whether to change tracks, colliding with one 
person, or remain on the original track and collide with five people.34 When adapted to 
specifically relate to AVs, variations of the Trolley Problem typically involve decisions about 
steering a vehicle to influence who or what it collides with, generally with the assumption that 
avoiding a collision entirely is impossible. 
 A prominent example of research based on the Trolley Problem is the Moral Machine, a 
web-based version of an autonomous vehicle focused scenario. Over 2 million people 
participated in the experiment by answering questions about AV-related moral dilemmas during 
an unavoidable collision, and a subgroup of responses from over 400,000 participants who 
completed an optional demographic survey was analyzed to determine preferences for AV 
behavior.35 Researchers have conducted similar experiments, describing or illustrating 
scenarios in which participants must determine the AV’s behavior regarding an impending 
collision.36 Notably, inconsistencies are reported in how people say they want an AV to behave 
in the abstract, and the behavior they want in a car that they would ride in or purchase.37 
 Much of the academic literature on the Trolley Problem specifically, and on algorithmic 
responses to an unavoidable collision, approaches the issue from one of two standpoints. The 
first seeks to establish a set of universal ethics for how an AV should behave in a variety of 
hypothetical crash scenarios. In these experiments, fairness is understood to result from 
consensus or majority opinion, with the assumption that if most people think a certain choice or 
action is moral, that is an appropriate proxy for a more formally defined ethical code. When the 
standard for determining moral or ethical behavior is that decisions be left up to society, it is 
important to consider who is fully recognized and included as part of society.38 Particular care 
needs to be taken to ensure that the needs and preferences of minority groups, and in 
particular, of multiply marginalized people, are adequately considered and that their rights are 
fully protected. 
 The second common approach in academic literature on collision behavior algorithms is 
to relate possible responses an AV might take in the event of a crash to established 
philosophical positions. For example, some scholars have described “Rawlsian” algorithms that 
might be used to outline collision behavior, or connect particular approaches to schools of 
thought such as deontological ethics or utilitarianism.39,40 While connecting the concrete 
approaches to solve social problems to theoretical ideas is a worthwhile part of exploring 
solutions, consideration should be given to the implications for people with disabilities. There is 
potential for ethical systems to encode the biases that are entwined with particular theories, 
especially if they become the basis for algorithmic decision-making. 

There are significant issues with the Trolley Problem as a framework for determining 
ethical decision-making in the event on an unavoidable collision. Perhaps most concerningly, 
the framing of these scenarios as a choice between braking in a straight line and braking while 
swerving obscures the fact that these are not equivalent actions. Simultaneously applying force 
to a car’s brakes and attempting to turn the wheel increases the risk of skidding and of losing 
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control of the vehicle, lowering the ability of a driver – whether autonomous or human – to 
dictate the direction of travel.41 Additionally, by failing to acknowledge existing automation such 
as lane assist and emergency-braking technology, scenarios like the Trolley Problem position 
vehicle behavior in a collision scenario as a novel problem, unrelated to existing dilemmas 
around shared roadways and vehicle operation. Research on both public attitudes about the 
collision behavior of AVs and on collision algorithms themselves often feeds into somewhat 
sensationalist narratives about AVs, while obscuring more mundane and pressing concerns.42  

Establishing standards for data use and governance in the context of AVs, for example, 
tend to be less of a focus of consideration, particularly outside academic circles, than Trolley 
Problem scenarios. This discrepancy is particularly noteworthy considering that at present, AVs 
do not have sufficient perceptual capabilities to make the kinds of distinctions between people 
to carry out collision decision-making on which the Trolley Problem hinges.43 While it is 
worthwhile to contemplate what may happen when such advances become part of AV 
technology, such discussion should not come at the expense of addressing issues that are 
already occurring or that are possible based on existing functionality. It should go without 
saying that AVs must not discriminate against disabled people in their decisions in the event of 
an unavoidable collision.  

Addressing algorithms that might theoretically deprioritize the safety and well-being of 
people with disabilities must be balanced with robust consideration of current safety issues. 
There is a need for collision testing with crash dummies that accurately represent people with 
disabilities. In addition, AV design and testing must consider scenarios which disproportionately 
present risk to disabled people, including the AVs and disabled pedestrian’s interaction with 
often inaccessible built environments. People with disabilities, including wheelchair users, often 
must travel in the road when a sidewalk has no curb cuts or is damaged, or during snowstorms 
when clearing streets is prioritized over sidewalks. 
 
Bias in Algorithmic Data 
 
Addressing the issues related to algorithmic bias and disability requires a corresponding 
consideration of the data on which algorithms rely and operate. The data used to develop and 
train algorithms for use in AVs encompass a broad array of information, including large 
databases of images, estimations and results of various crash scenarios, and measurements 
and specifications representing built environments that vehicles are expected to navigate. It is 
critical that both developers and policymakers recognize that these data are not an objective 
reflection of the world; rather, they result from a series of choices and decisions, and frequently 
contain the same biases and prejudices that permeate society.44 
 Pedestrian detection algorithms generally rely on neural networks, which pass images 
through multiple layers in order to categorize them. Because these algorithms are expected to 
construct inferences from data, it matters a great deal what those data are. Compared to fields 
in which datasets are intentionally and systematically constructed, the data used in such 
algorithms are frequently scraped from publicly available sources, such as search engine 
results and social media sites. In the case of images, training data are labeled manually, often 
through crowdsourcing platforms like Amazon Mechanical Turk.45 Labeling is an interpretive 
process, subject to cultural, contextual, and personal biases, and labels are only 
approximations of the actual objects they are assigned to, rather than direct representations.46 
Additionally, the process of compiling and labeling image data is often poorly documented 
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making it difficult to replicate or even understand how a particular dataset was created, or 
identify the ways in which it may contribute to algorithmic bias.47 A recent study investigating 
models trained on ImageNet, a popular dataset created from internet images, found that the 
models replicated human biases that have been documented within social psychology, 
including several related to race and gender, and suggest that reliance on images pulled from 
public internet sources can result in models that recreate human biases, based on stereotypical 
ways that individuals from certain sociodemographic groups are portrayed online.48 
 A primary challenge for the data used to develop and train pedestrian detection 
algorithms is gathering a wide enough range of images to fall into multiple categories. An AV 
needs, potentially, basic information about the crash situation, such as the vehicle’s speed, 
location, and immediate environment; additional data about individuals involved in the collision; 
and information related to set priorities for how to respond to different types of collisions.49 The 
data’s meaning and source must be interpreted and designed by the people who specify the 
architecture of the collision behavior algorithm. In addition to the encoding of ethics in dictating 
how AVs should respond to crash scenarios, what passenger or pedestrian information to 
include has the potential to create algorithms that treat disabled people unfairly. For example, 
should AVs take individual characteristics of occupants and non-occupants into account when 
determining how to respond to an unavoidable collision, individual health information or 
estimates of an individual’s likelihood of survival may disproportionately harm people with 
disabilities. 
 As both pedestrian detection algorithms and collision behavior algorithms demonstrate, a 
lack of disability representation within datasets creates significant risk for disabled people as 
AVs become a reality. The lack of representation of disabled people within algorithmic data 
used by AVs has multiple causes, including limited systematic approaches to dataset 
development, as well as general limitations on the amount, quality, and representativeness of 
data on people with disabilities currently available.50 Disability is complex and multifaceted, and 
disabled people are a diverse, heterogeneous group. Disabled people who have additional 
marginalized identities, such as disabled women and nonbinary people, or disabled people of 
color, are particularly underrepresented.51 

It should be noted that a lack of disability data is not unique to AVs, or even to algorithms 
more broadly. Disability is often treated as an afterthought or an exception, when it is 
considered at all.52 In the case of the researcher who discovered that pedestrian detection 
algorithms failed to identify a wheelchair user who moved in a “non-standard” way, when the 
researcher raised concerns about the algorithm’s performance, she was told that the model 
would improve with greater exposure to images of people using wheelchairs, suggesting that 
incorporation of disabled people into the original training data was not a priority for 
developers.53 Apart from the obvious safety risks this creates, a lack of data from and about 
disabled people also makes it difficult, or even impossible, to identify disparities in how 
algorithms treat disabled people compared to nondisabled people. 
 
Disability Data Collection Potential for Increased Discrimination 
 
The large amounts of data needed to train and test algorithms for use in AVs are assembled 
from smaller collections of data, including records from service providers, companies, and 
government entities 54. Disabled people, and particularly disabled people of color and disabled 
people who are socioeconomically disadvantaged, are often subject to what Virginia Eubanks 
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has termed the “digital poorhouse:” a growing web of algorithmic surveillance that replicates 
many of the functions of the physical poorhouses of the past.55 Disability is frequently 
stigmatized, and gathering greater data about disabled people in general, and about the nature 
and characteristics of their disabilities in particular, can make people vulnerable to 
discrimination.56 Additionally, beyond simply being at greater risk from data misuse and 
compromised privacy, disabled people are often vulnerable to reidentification even when data 
are supposedly anonymized.57 Attempts to increase data about disability can also involve 
labeling people as disabled based on guesswork and assumptions, and even constructing 
synthetic disability data, similar to efforts to create more racially inclusive datasets that have 
relied on simulated images of darker-skinner individuals.58 Disabled people may also be at risk 
of harm stemming from the dynamics of data production and use, which create stratified 
classes of people based on who creates data (consciously or not), who collects data, and who 
analyses data.59  
 
III. Proposed Policy Measures 
 
Recommendations for improving AV safety for disabled people, specifically in relation to their 
use of algorithms and data, target four aspects of the issue: improving datasets, preventing and 
remediating algorithmic bias, establishing standards for external oversight and regulation 
ensuring the burden of proof does not fall on those most impacted on, and developing disability 
inclusive ethics.60 
 
Measures to Improve Datasets 
 
In order to identify disability-related discrepancies in algorithmic performance, disabled people 
need to be accurately identified within datasets. Several researchers have discussed the 
importance of reliable identification of sociodemographic group membership as a step towards 
improving data and algorithmic equity.61 Furthermore, because of the mounting evidence that 
individuals with intersecting identities are particularly likely to experience biased treatment from 
algorithms, additional effort must be dedicated to gathering disability data that adequately 
represents the complexity and heterogeneity of the disability community. This means that 
examples of disabled people must demonstrate a variety of disability types, and must include 
people of color and from a diverse array of ethnic backgrounds, people with a variety of gender 
identities and presentations, and people of a wide range of ages. Additionally, extra 
consideration must be given before omitting or removing “outliers” from the dataset, as many of 
the standards against which data are judged to determine their accuracy routinely exclude 
disabled people.62 

Increasing representation of disabled people within datasets should come with 
acknowledgment of recent critiques of the reliance on “more data” as the solution to algorithmic 
bias. Disabled people are already often subject to excess surveillance; consequently, greater 
collection and inclusion of disability data must come with consideration of the risks to privacy 
that accompany this process.  

Ideally, part of the work to collect more and better disability data will include establishing 
standards and procedures to ensure that synthetic data are not used as a substitute for 
increasing the quality and inclusion of disability data, that data are appropriately protected and 
governed, and that integration with existing datasets is done responsibly so as to avoid 
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exposing people with disabilities to unnecessary risks. Protecting people’s right to know what 
information about them may be considered in an algorithm’s predictions or classifications 
should be prioritized. Protections must also be developed to ensure those choosing to share 
less of their data are not harmed or at fault for any algorithmic recommendations.  
 
Measures to Improve Datasets: Disability Data Including Accessibility of Infrastructure   
 
Disability data in this context are not limited to increased information on and identification of 
disabled individuals within large datasets. Disability data must also encompass information 
about accessibility features within the places where AVs operate, such as the location of curb-
cuts and elevators, or less crowded entrances. A recent study found significant gaps in 
municipal data on features identified by disabled people as promoting safe pedestrian travel.63 
As part of efforts to improve disability data, therefore, consideration should be given not just to 
data quantity and quality, but also to identifying specific kinds of data which can help to ensure 
that AVs adequately meet the needs of disabled occupants. 
 In addition to improving disability data overall, the specific datasets used to train and test 
autonomous vehicle algorithms require increased transparency and accountability. Datasets 
need to be more widely, and publicly, available, and the processes through which they were 
created should be clearly detailed in a way that would theoretically allow others to replicate their 
construction. Datasets should be subject to an external auditing process, and the results of 
audits should be available to the public. At the same time, audits should be conducted in a way 
that does not compromise individuals’ privacy or artificially collapse complex and intersecting 
identities for the sake of creating easy-to-measure benchmarks.64 
 
Measures to Prevent and Remediate Algorithmic Bias 
 
Specific steps must also be taken to mitigate and ideally, prevent, biased treatment of disabled 
people by the algorithms on which AVs rely. Scholars and industry experts have proposed 
developing standards for algorithmic accountability, highlighting different elements of 
algorithmic systems that must be considered in order to prevent bias.65 Others have suggested 
specific questions that should be asked of a model in order to understand its potential to 
adversely impact human lives, and to determine whether it may warrant additional examination 
to prevent biased outcomes.66 In the context of AVs, two specific measures have significant 
promise for reducing the risk of algorithmic bias for people with disabilities. First, increasing the 
consideration and incorporation of contextual information into AV development. Second, 
integrating participatory methods that engage the disability community into the standard 
process for AV design and implementation. 
 Contextual information can mean a number of different things. For autonomous vehicle 
development, relevant context includes data about the environment in which AVs are expected 
to operate and specific information regarding the needs and preferences of people with a range 
of disabilities. It should also draw on fields like Science and Technology Studies and Critical 
Disability Studies to capture the ways in which societal factors, including ableism, impact the 
way technology operates in the world. Specific trainings could provide an overview from fields 
that investigate the ways technology is intertwined with both its human users and society as a 
whole and seek to increase developers’ familiarity with the disability community and the 
disability rights movement. Because human biases easily become incorporated into algorithms, 
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even when those who develop them have every intention of creating technology that is fair and 
equitable, addressing conscious and unconscious biases among developers is a critical part of 
preventing algorithmic bias. 
 Disabled people must also be fully included in the development process. One way to do 
this is through the use of participatory methods for AV research and design. Participatory 
methods have been proposed within the context of other situations in which algorithms are 
used, often as work to acknowledge and rectify the tendency for algorithms to reinforce existing 
power structures.67 Recent research into preventing algorithmic bias has noted that while 
algorithmic bias can emerge at any stage of development, critical issues most commonly 
emerge during early steps.68 Therefore, participatory methods should be incorporated from the 
beginning of AV development, rather than brought in solely during later stages, such as once 
AVs are being adopted and implemented within a city or region. Additionally, AV developers 
should take care to include not just disabled researchers, industry experts, and policymakers, 
but also disabled people who do not have these kinds of credentials or qualifications. In order to 
foster real inclusion and collaboration, lived experience of disability needs to be treated as an 
equally valuable form of expertise. AV developers should also ensure that they are seeking 
collaboration with people and organizations who represent a variety of disabilities, and that their 
collaborators include disabled people of color, disabled women and non-binary individuals, and 
others who can speak to the variety of disability experiences and perspectives and the impact 
of intersecting identities. 
 
Measures to Establish Standards for External Oversight and Regulation 
 
Like datasets, algorithms themselves should be subject to outside oversight and auditing. 
Ideally, audits should be conducted both by external experts, who were not involved in 
development of the algorithms under review, as well as disabled people. While understanding 
the technical aspects of algorithms may require specific training and background knowledge, 
involving the disability community in audits is important both because of the direct impact of 
AVs on people with disabilities and because of the relatively small number of disabled people 
who are involved in designing and developing AVs. Establishing independent audit panels can 
support greater connection and collaboration between technical experts and people with 
disabilities. Disabled people and other marginalized communities should be included at the 
highest levels in oversight and auditing. However, the burden of proof for existing or potential 
algorithmic bias must not fall on those most impacted. 

Beyond specific external review, standards should be developed regarding the kinds of 
algorithms that are used in AVs. When possible, the algorithms in AVs should be transparent 
and interpretable, and algorithms themselves should be publicly accessible. This is in line with 
recommendations from computer science experts regarding the use of algorithmic decision-
making in high stakes situations.69 However, pedestrian detection systems commonly rely on 
computational architecture that is fundamentally uninterpretable. In cases where no equivalent 
interpretable model exists, developers must be cautious about the use of explanatory models 
built alongside the algorithm, which can distort and misrepresent the algorithm’s actual 
operation. When uninterpretable models such as CNNs are required for AV functions, additional 
scrutiny of training and test data should be standard. Particular attention must be paid to the 
representation of marginalized groups within the data and the degree to which the data 
adequately relate to the conditions under which AVs will be expected to operate. 
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The nature of AVs also means that some proposed forms of auditing and oversight 
cannot be relied on as a means of regulating AVs. For example, some recent work has 
proposed the use of features that allow contestation of algorithmic decisions as part of 
increasing transparency and addressing algorithmic bias.70 Others have considered safety 
measures informed by due process.71 While these suggestions are valuable in addressing 
certain situations where algorithmic bias arises, the instantaneous nature of algorithmic use 
within AVs, where decisions such as how to behave in an unavoidable impending collision 
require immediate action, renders these strategies less useful. This underscores the importance 
of focusing on preventing algorithmic bias and other safety risks associated with AVs, rather 
than attempting to rectify them after they occur. 
 
Measures to Develop Disability Inclusive Ethics 
 
Finally, technological development is intertwined with society as a whole. Seemingly neutral 
technologies incorporate biases that are present in the societies from which they emerge. 
Therefore, an important overarching aspect of the work to ensure that AVs are safe and 
equitable for people with disabilities involves working towards full and equal partnerships with 
disabled people during the design, development, and implementation of AVs. Beyond simply 
establishing a standard for collaborative practice, ideas about ethical behavior by AVs needs to 
be based upon a sense of ethics that recognizes the full humanity of disabled people and 
protects their rights within society. 

Many of the existing analyses of ethical implications of AVs focus on broad societal 
acceptance of AVs and refer to public opinion or social norms regarding choices that many 
ultimately amount to life-or-death decisions. These studies, while valuable in providing insight 
into how many people understand and think about AVs, suffer from a lack of recognition of the 
pervasiveness of ableism within society. If ethical standards are to be based on what “society” 
believes, then researchers, policymakers, and industry experts need to be explicit about who is 
fully included in society and whose opinion is elevated and enshrined into ethical codes. Simply 
having ethics codes for AVs, or for any technology, is insufficient. Ethics codes often do little to 
support vulnerable groups and rarely create real accountability to such communities, often due 
to a lack of authentic engagement with them.72 Similarly, although many of the prescribed 
responses to algorithmic bias, such as those that emphasize fairness, accountability, and 
transparency, offer up solutions, they ultimately do little to shift established balances of power 
unless accompanied by consideration of who gets to decide what is fair, accountable, or 
transparent.73 Rectifying this situation, both with regard to AVs and more broadly, means 
questioning assumptions about who is valuable to society, and in what ways. AV developers, 
policymakers and regulators would do well to draw on work that has emerged from the disability 
rights movement and critical disability studies, which could inform a more inclusive ethical vision 
for AV design, development, marketing, and implementation.  
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